Proyecto de ley \_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_\_ 2020 Cámara de Representantes

*“Por medio de la cual se establecen los lineamientos de política pública para el desarrollo, uso e implementación de Inteligencia Artificial y se dictan otras disposiciones”*.

El Congreso de Colombia,

DECRETA:

**T Í T U L O I**

**D I S P O S I C I O N E S P R E L I M I N A R E S**

**Artículo 1. Objeto**. La presente ley tiene por objeto establecer los lineamientos de política pública para el desarrollo, uso e implementación de la Inteligencia Artificial.

**Artículo 2. Definiciones**. Para efectos de interpretación de la presente ley se establecen las siguientes definiciones:

Dato: información dispuesta para análisis y desarrollo de algorítmos.

Inteligencia Artificial: disciplina científica que se ocupa de crear programas informáticos que ejecutan operaciones comparables a las que realiza la mente humana, como el aprendizaje o el razonamiento lógico.

**Artículo 3. Principios**. Para efectos de interpretación y aplicación de la presente ley se establecen los siguientes principios:

Autoridad humana: toda decisión o dato de Inteligencia Artificial es auditable, revisable y controvertible por la decisión humana.

Bien común: el uso, desarrollo e implementación de la Inteligencia Artificial no podrá tener como objetivo diferente el del bien común.

Cooperación: las investigaciones en Inteligencia Artificial propenderán por la cooperación en materia de prevención del riesgo.

Diseño Seguro: en todas las etapas de diseño y desarrollo de Inteligencia Artificial se deberán prever los efectos dañinos debiendose abstener la implementación por evidencia de riesgo e inseguridad.

Prevalencia de la inteligencia humana: prevalecerá la decisión humana sobre los resultados que se establezca por medio de la Inteligencia Artificial.

Investigación preventiva: las investigaciones en inteligencia artifical en todo momento deberán contar con desarrollos paralelos de prevención de riesgos.

**Artículo 4. Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial.** Créase una Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial, sin personería jurídica, que se conformará por:

1. El ministro de Ciencia, Tecnología e Innovación
2. El ministro de las Tecnologías de la Información y las Comunicaciones.
3. El Procurador General de la Nación
4. El director del Departamento Administrativo de Planeación Nacional.
5. Un representante de las universidades, el cual deberá contar con acreditación en alta calidad y acreditación institucional internacional.

**Artículo 5. Funciones de la Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial.** La Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial tendrá las siguientes funciones:

1. Avalar las solicitudes institucionales sobre desarrollos e implementación de Inteligencia Artificial.
2. Proyectar y divulgar los reglamentos técnicos para el uso, desarrollo e implementación de la Inteligencia Artificial.
3. Asesorar al Congreso de la República en las iniciativas relacionadas con Inteligencia Artificial.
4. Proponer iniciativas tecnológicas de Inteligencia Artificial en la gestión pública.
5. Proponer iniciativas tecnológicas de Inteligencia Artificial para el desarrollo económico, social y ambiental.
6. Darse su propio reglamento.

**T Í T U L O II**

**D E L A P O L Í T I C A S O B R E C R E C I M I E N T O I N C L U S I V O , D E S A R R O L L O S O S T E N I B L E Y B I E N E S T A R**

**Artículo 6. Inteligencia artificial para el crecimiento inclusivo.** Las entidades del orden nacional y local que desarrollen políticas de crecimiento y productividad y que implementen la incorporación de Inteligencia Artificial deberán incluir frente a las metas de desarrollo económico, metas de desarrollo social.

**Artículo 7. Inteligencia artificial en materia de cambio climático:** El Gobierno Nacional por medio del Ministerio de Ambiente y Desarrollo Sostenible deberá reglamentar los requerimientos técnicos necesarios para implementar la inteligencia artificial en aras de la eficiencia energética, control de deforestación, movilidad amigable con el ambiente e incluirlo como instrumento planificación y gestión conforme los terminos de que trata la ley 1931 de 2018.

**Artículo 8. Inteligencia artificial en el Sistema Nacional de Cambio Climático:** El Gobierno Nacional, por medio del Ministerio de Ambiente y Desarrollo Sostenible incorporará en el Sistema Nacional de Cambio Climático la Inteligencia Artificial como instrumento para gestionar la mitigación de gases efecto invernadero y la adaptación al cambio climático.

**T Í T U L O III**

**D E L A P O L Í T I C A S O B R E L O S V A L O R E S C E N T R A D O S E N E L S E R H U M A N O Y E Q U I D A D**

**Artículo 9. Prevalencia de la inteligencia humana sobre la inteligencia artificial.** Las políticas del orden nacional o local para el uso, desarrollo e implementación de la inteligencia artificial deberán tener como propósito el bien común y la satisfacción de las necesidades propias del ser humano preservando en todo aspecto la prevalencia de la inteligencia humana sobre la inteligencia artificial.

**Artículo 10. Preservación del ser humano y su entorno ambiental.** Las políticas del orden nacional o local para el uso, desarrollo e implementación de la inteligencia artificial deberán tener como propósito al preservación del ser humano y su entorno ambiental para la detección temprana de epidemias, diagnósticos de salubridad y desarrollo de medicamentos. Los desarrollos de Inteligencia Artíficial podrán ser declarados de utilidad pública e interés social.

**Artículo 11. Igualdad en el dato:** Las políticas del orden nacional o local para el uso de los datos por parte de la Inteligencia Artificial no pueden permitir que se generen resultados que resulten como actos discriminatorios, por lo cual se deberá garantizar la igualdad de trato e igualdad de oportunidades.

Parágrafo: la busqueda de información por via de Inteligencia Artificial que incida en restricciones de la libre competencia será sancionada por la Superintendencia de Industria y Comercio.

**T Í T U L O IV**

**D E L A P O L Í T I C A E N T R A N S P A R E N C I A Y E X P L I C A B I L I D A D**

**Artículo 12. Conocimiento del uso de datos.** Las políticas del orden nacional o local deberán establecer que los responsables en el uso, implementación y desarrollo de la Inteligencia Artificial tienen la obligación de informar expresamente a los titulares de los datos usados en el tratamiento que se les está otorgando a los mismos y los resultados obtenidos.

Parágrafo: Los responsables en el uso, desarrollo e implementación de la Inteligencia Artificial deberán comunicar a los titulares de los datos que los mismos están interactuando con un sistema de IA y la manera en que lo está haciendo.

Los titulares de los datos y sus herederos adquieren el derecho irrenunciable a eliminar el dato en cualquier momento. Para tal fin, los responsables que implementen y desarrollen Inteligencia Artificial deberán eliminar el dato dentro de los cinco (05) dias hábiles siguientes a la solicitud de su titular.

**Artículo 13. Comprensión del uso de datos.** Las políticas del orden nacional o local deberán establecer que los responsables en el uso, implementación y desarrollo de la Inteligencia Artificial tienen la obligación de informar expresamente a los titulares el manejo que se les está dando a sus datos y los resultados obtenidos utilizando herramientas de comprensión especiales y atendiendo un nivel de inclusión conforme las características particulares de la persona y sus condiciones especiales.

**Artículo 14. Explicabilidad.** Las políticas del orden nacional o local deberán establecer que los responsables en el uso, implementación y desarrollo de la Inteligencia Artificial tienen la obligación de garantizar que se conocen las causas que dan lugar a las decisiones, resultados o predicciones de los algoritmos obtenidos por la inteligencia humana.

**T Í T U L O V**

**D E L A P O L Í T I C A P A R A L A R O B U S T E Z, S E G U R I D A D Y P R O T E C C I Ó N**

**Artículo 15. Dirección y control.** Las políticas del orden nacional o local deberán establecer que los sistemas de Inteligencia Artificial contarán con dirección, supervisión, auditoria y control de inteligencia humana capacitada y responsable.

**Artículo 16. Ciberseguridad.** Las políticas del orden nacional o local deberán establecer que los asuntos de ciberseguridad que impliquen el uso, implementación y desarrollo de inteligencia artificial deberán ser avalados por la Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial.

**Artículo 17. Instrumento de seguridad nacional.** Las políticas del orden nacional o local deberán establecer que los asuntos que impliquen el uso, implementación y desarrollo de inteligencia artificial no podrán utilizarse como instrumento armamentista a menos que sea para asuntos de seguridad nacional.

**Artículo 18. Diseño seguro.** Las políticas del orden nacional o local deberán establecer que el uso, implementación y desarrollo de Inteligencia Artificial deberá realizarse bajo el principio de diseño seguro, en el cual se deberán tener en cuenta efectos sociales, patrimoniales, laborales, económicos, ambientales, comerciales, políticos, y todos aquellos que tengan incidencia o generen riesgo en los seres humanos.

**Artículo 19. Prueba previa.** Las políticas del orden nacional o local deberán establecer que los responsables en el manejo de la Inteligencia Artificial deberán garantizar, previa implementación de la Inteligencia Artificial, pruebas previas que garanticen la no generación de daños y la previsión de riesgos.

**Artículo 20. Seguridad de la Información:** Las políticas del orden nacional o local deberán establecer que los responsables en el uso, desarrollo e implementación de la Inteligencia Artificial deberán garantizar la seguridad de la información respetando en todo momento que no se vulnere el derecho a la intimidad y privacidad de las personas.

**Artículo 21. Veracidad del dato y de los resultados**. Las políticas del orden nacional o local deberán establecer que los responsables en el uso, desarrollo e implementación de la Inteligencia Artificial están obligados a realizar controles sobre la veracidad de los datos analizados y de los resultados que genere el sistema.

**T Í T U L O VI**

**D E L A P O L Í T I C A D E R E S P O N S A B I L I D A D**

**Capítulo I**

**Protección de datos**

**Artículo 22. Protección de datos generales.** Las políticas del orden nacional o local deberán establecer que los datos que sirvan para alimentar cualquier desarrollo de Inteligencia Artificial deberán contar con la autorización expresa de su titular y de los terceros que pudieran verse afectados.

Parágrafo: la monetización de los datos usados por medio de inteligencia artificial cuyo beneficio se obtenga por el uso y análisis de la información suministrada por el titular de la información le permitirá a este exigir y reclamar, a manera de contraprestación, los réditos obtenidos sin su consentimiento más la indemnización de perjuicios.

**Artículo 23. Protección de datos personalísimos**. Las políticas del orden nacional o local deberán establecer que los datos personalísimos como la voz, rasgos faciales, huellas digitales, ADN y otros que pertenezcan al cuerpo de un ser humano y que sirvan para alimentar cualquier desarrollo de Inteligencia Artificial deberá contar con la autorización expresa de su titular. Esta autorización deberá ser notificada al titular informando regularmente el uso de la información.

**Parágrafo**. Le corresponde al responsable de la Inteligencia Artificial para la protección de datos personalísimos renovar la autorización de que trata el presente artículo de manera trimestral.

**Artículo 24. Reserva legal**. Las políticas del orden nacional o local deberán establecer que los datos generales y personalísimos usados en Inteligencia Artificial tienen reserva legal, por lo cual solamente podrán ser usados con autorización expresa de su titular.

**Artículo 25. Uso de datos personalísimos.** Las políticas del orden nacional o local deberán establecer que los datos personalísimos usados en Inteligencia Artificial no podrán ser usados con ánimo de lucro sin el consentimiento del titular de la información.

**Artículo 26. Exclusión de datos**. Las políticas del orden nacional o local deberán establecer que las personas titulares de datos que sean usados para efectos de desarrollos de Inteligencia Artificial podrán exigir la eliminación de sus datos en cualquier momento. Por lo anterior, el responsable del uso y manejo de la Inteligencia Artificial tendrá cinco (05) días para efectos eliminar el dato y notificar a su titular su cumplimiento.

**Artículo 27. Anonimización de datos**. Las políticas del orden nacional o local deberán establecer que los responsables en el uso de datos utilizados para la Inteligencia Artificial deberán garantizar la anonimización de la información de carácter particular.

**Capítulo II**

**Régimen de responsabilidad**

**Artículo 28. Régimen de responsabilidad extracontractual**: Las políticas del orden nacional deberán establecer que los responsables en el uso, manejo e implementación de Inteligencia Artificial están sometidos al régimen de responsabilidad objetiva y deberán garantizar por medio de garantías la reparación de perjuicios materiales e inmateriales.

**Artículo 29. Régimen de responsabilidad contractual:** Las políticas del orden nacional o local deberán establecer que las partes de un contrato estatal, en donde se haga uso de Inteligencia Artificial deberán pactar los riesgos que impliquen el uso frente a los eventuales daños o perjuicios que se generen como consecuencia de su implementación.

**Artículo 30. Registros Nacional de Inteligencia Artificial:** Los desarrollos de Inteligencia Artificial deberán ser registrados ante el Ministerio de Ciencia, Tecnología e Innovación previo cumplimiento de los requisitos técnicos y jurídicos que para el efecto determine la Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial.

**Artículo 31. Código de ética**. Los responsables del uso, desarrollo e implementación de Inteligencia Artificial deberán radicar ante la Comisión de Tratamiento de Datos y Desarrollos con Inteligencia Artificial un Código de Ética en el que se establezcan los responsables por los daños que se generen, garantizando el cumplimiento de la presente ley.

**T Í T U L O VII**

**D I S P O S I C I O N E S F I N A L E S**

**Vigencia y derogatoria**

**Artículo 32**. **Vigencia y derogatoria:** La presente ley rige a partir de la fecha de su promulgación y deroga las disposiciones que le sean contrarias.

|  |  |
| --- | --- |
| **JUAN DIEGO ECHAVARRÍA**  **REPRESENTANTE A LA CÁMARA** | **JULIÁN BEDOYA PULGARÍN**  **SENADOR DE LA REPÚBLICA** |
| **JENNIFER KRISTIN ARIAS FALLA**  **REPRESENTANTE A LA CÁMARA**  **CENTRO DEMOCRÁTICO** | **JHON ARLEY MURILLO BENÍTEZ**  **REPRESENTANTE A LA CÁMARA** |
| **FABER ALBERTO MUÑOZ CERÓN**  **REPRESENTANTE A LA CÁMARA** | **HENRY FERNANDO CORREAL**  **REPRESENTANTE A LA CÁMARA** |
| **CARLOS EDUARDO ACOSTA L.**  **REPRESENTANTE A LA CÁMARA POR BOGOTÁ** | **ÁNGELA PATRICIA SÁNCHEZ REPRESENTANTE A LA CÁMARA** |
| **JAIRO CRISTANCHO TARACHE**  **REPRESENTANTE A LA CÁMARA** | **JORGE ENRIQUE BENEDETTI**  **REPRESENTANTE A LA CÁMARA** |
| **JAIRO H. CRISTO CORREA**  **REPRESENTANTE A LA CÁMARA** | **LUCIANO GRISALES LONDOÑO**  **REPRESENTANTE A LA CÁMARA** |
| **MARÍA CRISTINA SOTO DE GÓMEZ**  **REPRESENTANTE A LA CÁMARA** |  |

**E x p o s i c i ó n d e m o t i v o s**

1. Consideraciones generales

Las iniciativas legislativas por medio de las cuales se establecen políticas públicas han sido desarrolladas en el ordenamiento jurídico colombiano. Ejemplo de éstas se encuentran la ley 1988 de 2019, por medio de la cual se establece la política pública para vendedores informales; la ley 1804 de 2016, por medio de la cual se establece la política de Estado para el Desarrollo Integral de la Primera Infancia de Cero a Siempre; la ley 1953 de 2019, por medio del cual se establece la política pública de prevención de la infertilidad; la ley 1641 de 2013, por medio de la cusal se establece la política pública social para habitantes de la calle, entre otras.

El derecho no es ajeno a las nuevas tecnologías. La implementación de TIC en ámbitos relacionados con la administración pública, comercio electrónico, servicios, *open gov*, inclusión, y otros más, conforme se aprecia al estudiar a Jairo Becerra[[1]](#footnote-1), revisten una serie de escenarios en donde la IA se encuentra abriendo espacios en los cuales se desconoce el rumbo, y, por ende, de sus efectos positivos y negativos

Así las cosas, y teniendo en cuenta que se considera necesario inciar un proceso de regulación sobre la inteligencia artificial, un primer paso correspondería a la adopción de las políticas públicas frente a este tema.

Alemania, conforme lo señala Rafael Torres Muñoz[[2]](#footnote-2), se encuentra estableciendo políticas públicas para efectos de desarrollos en robótica e Inteligencia Artificial. Para dicho efecto ha iniciado avances en el uso de vehículos autónomos, la implementación de normas éticas en la IA. Adicionalmente, señala este autor que “no debe extrañar que, los países más avanzados en el desarrollo de tecnología robótica –Alemania en particular, creadora del concepto “Industria 4.0”, en el hemisferio occidental y Japón en el Oriental- sean pioneros en el desarrollo de políticas públicas basadas en investigación de vanguardia, que salvaguarden el derecho al trabajo, al bienestar y la seguridad de los seres humanos. En tanto que la Unión Europea y Estados Unidos de Norteamérica (EE.UU.) dada su conformación multiestatal, se encuentran aún en una fase de organización, definición de responsabilidades y coberturas.”.

Las políticas públicas adquieren vigencia en la implementación de la Inteligencia Artificial, puesto que se constituye en una herramienta que establece las reglas de aplicación y prevención, dados los efectos que se le ha atribuido a esta tecnología.

1. Inteligencia artificial

La Real Académia Española[[3]](#footnote-3) ha definido a la inteligencia artificial como una “disciplina científica que se ocupa de crear programas informáticos que ejecutan operaciones comparables a las que realiza la mente humana, como el aprendizaje o el razonamiento lógico.”. Esta definición se adopta para los efectos del presente proyecto.

Uno de los primeros planteamientos es establecer la oportunidad de reglamentar la Inteligencia Artificial desde un marco jurídico. Algunos teóricos consideran que no es oportuno establecerla hasta que se cuente con un desarrollo generalizado de la misma; mientras que otros, como lo hace Elon Musk, conforme los recuerda Oren Etzioni[[4]](#footnote-4), señalan que debe hacerse antes de que sea demasiado tarde.

En el Foro Económico de Davos se abrió el espacio para determinar la necesidad de reglamentación de la Inteligencia Artificial. Allí se explicó que organismos internacionales trabajan en la materia por cuanto justifican que la necesidad de regular este tema se genera para obtener modelos confiables, conforme fue explicado por el periodico Portafolio[[5]](#footnote-5). Allí mismo, se hace evidente la posición que tienen importantes actores en el sector, como IBM Colombia, quien con la explicación que diera Catalina Rengifo, y quien es la responsable de Asuntos Gubernamentales para IBM, señalara que: “Una eventual regulación tendría muchas aplicaciones en el país, considerando que actualmente existe una alta implementación de la Inteligencia Artificial (IA) tanto en Colombia, como en el resto del mundo. Estamos frente a un tema vital. Los sistemas de Inteligencia Artificial deben ser transparentes y explicables, y debe haber un equilibrio entre la regulación y la autorregulación”[[6]](#footnote-6).

Frente al tema de la regulación y autorregulación, son varias las posiciones y más en una materia que se encuentra en constante desarrollo. Por ello se ha considera la improcedencia de establecer reglas fuertes que no coincidan a la par con los desarrollos tecnológicos e informaticos. Un ejemplo de allo son las propuestas que se han derivado en otros escenarios como el de las redes sociales a las cuales se les ha señalado ser parte de una responsabilidad social digital bajo un esquema de *soft law[[7]](#footnote-7)*. Lo anterior, es importante resaltarlo para efectos de entender que este proyecto al soprtarse en un enfoque de políticas públicas generales permitirá que los desarrollos de la IA tenga un objetivo político sin limitar sus procesos evolutivos.

Otro aspecto que sería objeto de análisis para verificar la regulación de la Inteligencia Artificial correspondería a los eventuales riesgos que la misma podría generar. Al respecto, Max Tegmark[[8]](#footnote-8), profesor de física e investigador de Inteligencia Artificial avisora una serie de peligros en la Inteligencia artificial, como el control por parte de unos sobre la misma y que su uso pueda ser impulsado en todo el planeta, a manera de ejemplo, un dictador, en donde las máquinas le obedecen.

Una reflexión importante sobre la inteligencia artificial es la que hace el profesor Max Tegmark[[9]](#footnote-9) cuando señala: “No debemos pensar en qué pasará, sino que debemos empezar preguntando qué es lo que queremos que pase.” Por ello se plantean, a manera de ejemplo, escenarios de análisis preventivos, como el que correspondería al desaparecimiento del empleos y profesiones.

Para María J. Santos G.[[10]](#footnote-10) debe existir una nueva regulación que preserve la autenticidad, seguridad y protección de la raza humana que involucren cuestiones éticas entendiendo que “[n]o se trata de regular la tecnología sino de regular la sociedad para que siga siendo para los humanos como ellos decidan.”.

El Plan Nacional de Desarrollo[[11]](#footnote-11) estableció en el art. 147 la transformación Digital Pública estableciendo en el numeral 6 la priorización de tecnologías emergentes de la cuarta revolución industrial teniendo como modelo la inteligencia artificial (AI). Sobre este mandato debe recordarse que Colombia además se adhirió a los acuerdos sobre Inteligencia Artificial por ser parte de los paises de la Ocde. Por este motivo, el gobierno nacional suscribió la recomendación del Consejo de la OCDE conforme lo manifestó el Ministerio de las TIC.[[12]](#footnote-12)

La OCDE[[13]](#footnote-13) estableció recomendaciones para la implementación de la Inteligencia Artificial. Para ello ha establecido los siguientes principios:

|  |
| --- |
| Principio |
| Crecimiento inclusivo, desarrollo sostenible y bienestar. |
| Valores centrados en el ser humano y equidad |
| Transparencia y explicabilidad |
| Robustez, seguridad y protección. |
| Responsabilidad |

Los principios expuestos fueron tenidos en cuenta en el articulado con el fin de implementarlos en el ordenamiento jurídico colombiano por medio de políticas públicas. A su vez, se tuvieron en cuenta las recomendaciones de la Ocde[[14]](#footnote-14). A saber:

“Facilitar la inversión pública y privada en investigación y desarrollo para estimular la innovación en una IA confiable.

Fomentar los ecosistemas de IA accesibles con infraestructura y tecnologías digitales y mecanismos para compartir datos y conocimientos.

Asegurar un entorno de políticas que abra el camino para el despliegue de sistemas IA confiables.

Capacitar a las personas con las habilidades para la IA y apoyar a los trabajadores para una transición justa.

Cooperar a través de las fronteras y los sectores para avanzar en la administración responsable de IA confiable.”.

La dogmática de la inteligencia artificial ha usado en algunos escenarios el concepto de la persona electrónica, la cual fue estudiada en la presente investigación. Dicho escenario fue desvirtuado del presente proyecto por cuanto se consideró que generaba riesgos en cuanto a la imposibilidad de asignar responsabilidades por efectos de reparación de daños. Este asunto abrió la puerta para determinar si este concepto adquiría una naturaleza jurídica diferente a las asignadas a la persona jurídica, o, por el contrario, debía tener una regulación especial dadas las semejanzas y diferencias que le atribuyen con ocasión de una inteligencia no humana. Por ello, reconocerle vida jurídica a la persona electrónica implíca una nueva categoría de sujeto de derechos que genera riesgos al desconocerse los efectos que pudieran generarse de las decisiones de IA. Asimilar la existencia jurídica de una persona electrónica implica a su vez, diseñar un esquema en donde igualmente se desarrollen escenarios jurídicos que diseñen los efectos por la muerte o desaparición de esta ficción. Así, por ejemplo, sí la persona humana, al considerarse cadaver, aún es reconocida para efectos jurídicos como sujeto de responsabilidad jurídica por via derechos y deberes, conforme lo recuerda Luis Germán Ortega Ruiz[[15]](#footnote-15) al señalar que “al cadáver humano [cuando] se le reconoce el principio de la dignidad, implica una protección al fuero moral y físico, desde el derecho al respeto, honra, buen nombre, un derecho al descanso eterno y esto se ha consolidado, por ejemplo, en los delitos del irrespeto a cadáveres, o la prohibición de despojo, el hurto de cadáveres y en conjunto con temas que ha revisado la Corte Constitucional; frente a las exhumaciones, es decir, el rito de sepultura, la última morada del cadáver etc.”. Este aspecto es relevante para determinar sí las persona electrónica podría considerarse como sujeto de derechos, y, a su vez, de obligaciones. Sobre este asunto, el proyecto de ley decidió no desarrollar esta figura bajo el ámbito de ser considerada como sujeto de derechos y deberes, trasladando la responsabilidad jurídica a los responsables en el uso, desarrollo e implementación de la inteligencia artificial, abarcando de esta manera, actores directos e indirectos bajo la categoría de persona jurídica o natural que tengan la capacidad jurídica de responder como sujeto de derecho y obligaciones.

La Inteligencia Artificial se encuentra en el orden del dia de para su desarrollo constitucional en aras de establecer un marco teleológico que aspire a su uso para los fines esenciales del bien comun. De allí que sea necesario recordar a Juan Francisco Sánchez Barrilao[[16]](#footnote-16) cuando explica que el derecho constitucional no puede negar la Inteligencia Artificial. Por tal razón expone posiciones como la de Esteve Pardo, Sanchez Barrilao, Muñoz Machado en las que enseña la posibilidad de adoptar conceptos jurídicos mutables con la tecnólogia. Ese escenario se plantea en este proyecto al adoptarse bajo los postulados de políticas públicas. Por otro lado, se señala como eje un enfoque aprioristico, el cual busca plantear anticipadamente escenarios generales que permiten a futura determinar los efectos por el uso e implementación de la IA en aras de evitar que ésta pueda ir en contravia de principios y derechos de protección constitucional.

Con lo anteriormente expuesto, se presenta el presente proyecto de ley con el fin de abrir el debate democrático y adoptar las decisiones legislativas y políticas que pretendan desarrollar la Inteligencia Artificial en Colombia.

|  |  |
| --- | --- |
| **JUAN DIEGO ECHAVARRÍA**  **REPRESENTANTE A LA CÁMARA** | **JULIÁN BEDOYA PULGARÍN**  **SENADOR DE LA REPÚBLICA** |
| **JENNIFER KRISTIN ARIAS FALLA**  **REPRESENTANTE A LA CÁMARA**  **CENTRO DEMOCRÁTICO** | **JHON ARLEY MURILLO BENÍTEZ**  **REPRESENTANTE A LA CÁMARA** |
| **FABER ALBERTO MUÑOZ CERÓN**  **REPRESENTANTE A LA CÁMARA** | **HENRY FERNANDO CORREAL**  **REPRESENTANTE A LA CÁMARA** |
| **CARLOS EDUARDO ACOSTA L.**  **REPRESENTANTE A LA CÁMARA POR BOGOTÁ** | **ÁNGELA PATRICIA SÁNCHEZ REPRESENTANTE A LA CÁMARA** |
| **JAIRO CRISTANCHO TARACHE**  **REPRESENTANTE A LA CÁMARA** | **JORGE ENRIQUE BENEDETTI**  **REPRESENTANTE A LA CÁMARA** |
| **JAIRO H. CRISTO CORREA**  **REPRESENTANTE A LA CÁMARA** | **LUCIANO GRISALES LONDOÑO**  **REPRESENTANTE A LA CÁMARA** |
| **MARÍA CRISTINA SOTO DE GÓMEZ**  **REPRESENTANTE A LA CÁMARA** |  |
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